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ABSTRACT

Solar flare ribbon fronts appear ahead of the bright structures that normally characterise solar flares, and
can persist for an extended period of time in spatially localised patches before transitioning to ‘regular’ bright
ribbons. They likely represent the initial onset of flare energy deposition into the chromosphere. Chromospheric
spectra (e.g. He 1 10830 A and the Mg II near-UV lines) from ribbon fronts exhibit properties rather different
to typical flare behaviour. In prior numerical modelling efforts we were unable to reproduce the long lifetime of
ribbon fronts. Here we present a series of numerical experiments that are rather simple but which have important
implications. We inject a very low flux of nonthermal electrons (F = 5x 108 erg s~ cm~2) into the chromosphere
for 100 s before ramping up to standard flare energy fluxes (F = 10'7!'! erg s7! cm™2). Synthetic spectra
not only sustained their ribbon front-like properties for significantly longer, in the case of harder nonthermal
electron spectra the ribbon front behaviour persisted for the entirety of this weak-heating phase. Lengthening
or shortening the duration of the weak-heating phase commensurately lengthened or shortened the ribbon front
lifetimes. Ribbon fronts transitioned to regular bright ribbons when the upper chromosphere became sufficiently
hot and dense, which happened faster for softer nonthermal electron spectra. Thus, the lifetime of flare ribbon
fronts are a direct measure of the duration over which a relatively low flux of high energy electrons precipitates

to the chromosphere prior to the bombardment of a much larger energy flux.

1. INTRODUCTION

The liberation of magnetic energy following magnetic re-
connection in solar and stellar atmospheres drives eruptive
events (flares, coronal mass ejections, jets etc.,) on a range of
scales. Oftentimes particles are accelerated during these dy-
namic events, with mounting evidence that nonthermal par-
ticles are present even in small events such as microflares
and nanoflares (e.g. Glesener et al. 2020; Cooper et al. 2021;
Polito et al. 2018, 2023b). Diagnosing the various processes
at play during solar (stellar) eruptive events (SEEs) are active
areas of inquiry, and high resolution observations of solar
flares are key to understanding the physics of magnetic en-
ergy release, energy transport, and energy dissipation. Dissi-
pation of this energy ultimately leads to the enhancement of
the radiative output across various parts of the electromag-
netic spectrum, providing windows throughout the flaring at-
mospheres.
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A dramatic manifestation of flare energy release is the ex-
tended flare ribbon structures that appear in optical, infrared,
and UV radiation radiation (Fletcher et al. 2011). These rib-
bons form at the base of flare loops in the chromosphere and
transition region (TR), and as such are also referred to as flare
footpoints. Hard X-ray and radio observations suggest pop-
ulations of nonthermal electrons in compact footpoints co-
temporal and co-spatial with flare ribbons, and the properties
of those HXRs have been used to infer the energy distribution
of those energetic electrons (see reviews by Holman et al.
2011; Kontar et al. 2011). These HXR footpoints are pointed
to as evidence for the standard flare model, in which electrons
accelerated in the corona following magnetic reconnection
bombard the chromosphere and transition region where they
lose their energy due to Coulomb collisions. Plasma heating,
ionisation and mass flows result. Of course, it is likely that
other energy transport mechanisms are present also, includ-
ing accelerated protons and heavy ions, thermal conduction
following direct in-situ heating, and magnetohydrodynamic
waves (see discussions in Section 3 of Kerr 2023).

High spatial resolution (sub-arcsecond) observations af-
forded by modern ground-based and space-based observato-
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ries have revealed that not only do flare ribbons contain sub-
structure, they can be accompanied by a narrow leading edge,
or ‘ribbon front’ which exhibits properties that differ from the
main bright ribbon and trailing edge. Flare ribbons undergo
an apparent propagation over the field of view caused by se-
quential reconnection of different loops. The brightest parts
of the ribbon are thought to be sites into which large energy
fluxes from those newly reconnected loops are deposited.
Those locations cool but remain brighter than the pre-flare
for sometime creating a hazy region behind the propagating
bright region that has been referred to as the trailing ribbon.
Observations from the Goode Solar Telescope at Big Bear
Solar Observatory (GST/BBSO; Goode & Cao 2012) and the
Interface Region Imaging Spectrograph (IRIS; De Pontieu
et al. 2014) now suggest that in some sections of flare rib-
bons there is a very narrow leading edge ahead of the bright
ribbon (e.g. Xu et al. 2016, 2022; Panos et al. 2018; Panos
& Kleint 2021; Polito et al. 2023a; Wang et al. 2023). Those
ribbon fronts represent the initial deposition of energy into
the chromosphere. For a cartoon of these regions see Figure
10 of Polito et al. (2023a).

Xu et al. (2016) identified narrow, 350-500 km wide, struc-
tures along ahead of propagating ribbons in two flares. He I
10830 A filtergrams of this ribbon front showed a negative
contrast, which then transitioned to the expected positive
contrast in the bright ribbon phase of each source’s lifetime.
The ribbon front phase lasted several dozen seconds. Of note
is that only one ribbon in each flare exhibited ribbon fronts.
Subsequent observations (Xu et al. 2022) with coarse spec-
tral coverage (but unfortunately lacking temporal informa-
tion) confirmed that dimming occurs over the full line.

At the same locations where He T 10830 A enhanced ab-
sorption occurred Xu et al. (2016) found that the Mg 1I k
line, observed by IRIS, also exhibited characteristics that dif-
fered from the typical bright ribbon spectra. The optically
thick Mg 1I k line has a central reversal such that its core
(referred to as the k3 component) is flanked by two emis-
sion peaks (referred to as the k2r and k2v components for
the red and blue peak, or together just k2). Along the ribbon
fronts, the Mg II central reversals deepened, their k3 cores
were blueshifted, their emission peaks were asymmetric (k2r
was stronger than k2v), the k2 peak separation increased, and
the lines became extremely broad. In contrast, the more typ-
ical flare behaviour is that the lines become almost single
peaked, or have only a shallow reversal, and are redshifted
or have red-wing asymmetries (e.g. Kerr et al. 2015; Panos
et al. 2018). Using machine learning techniques, Panos et al.
(2018), Panos et al. (2021) and Panos & Kleint (2021) anal-
ysed 33 M and X class flares, discovering that those ribbon
front-like behaviours occurred in most if not all flares in their
sample. Another property of ribbon fronts was that the Mg 11
subordinate triplet (forming alongside the h & k resonance
lines) were in emission rather than absorption. The approx-
imately 1-3 minute time period for the profiles with deeper
reversals to become single peaked was comparable the life-
times of the He T 10830 A negative ribbons.

These Mg I near-UV (NUV) spectral characteristics were
placed on a more quantitative footing by Polito et al. (2023a),
who analysed four flares in detail (their metrics are defined in
Section 4.2). They also found that ribbon front locations did
not contain explosive chromospheric evaporation or strong
TR spectral line intensities. These ribbon front spectra typ-
ically evolved into bright ribbon spectra. From one of the
events with higher cadence data it was noted that from the
onset of the ribbon front it took approximately 45 s for ex-
plosive evaporation to begin. In other locations of that same
flare, some ribbon fronts failed to evolve into the explosive
evaporation regime, or to exhibit intense transition region
emission. Maps of ribbon front locations indicated that they
do not appear uniformly along the flare ribbons. Rather, they
can be spatially localised and spotty, consistent with the fact
that the He T 10830 A ribbon front dimming was confined to
one ribbon of the two-ribbon flares. Wang et al. (2023) anal-
ysed three additional flares in detail, including noting that
ribbon fronts were observed in Mg II with deep reversals and
small blueshifts. Notably, they report that some of the rib-
bon front characteristics, the deep central reversals, were not
solely confined to the ribbon fronts and could sporadically
appear in the bright ribbon segments also.

Numerical modelling of flare ribbon fronts has revealed
that radiation hydrodynamic (RHD) loop simulations of
electron-beam driven flares' can successfully reproduce rib-
bon front characteristics of He T 10830 A (Huang et al. 2020;
Kerr et al. 2021), and Mg II NUV (Polito et al. 2023a).
Huang et al. (2020) demonstrated that the observed pattern of
He 110830 A negative contrast followed by positive contrast
was caused by an overall dimming of the line before it went
into emission once the chromosphere became hot. In order
to produce this period of enhanced absorption a population
of nonthermal particles must be present (Kerr et al. 2021),
which cause nonthermal collisional ionisation of He. Recom-
binations can then overpopulate orthohelium (the multiplet
state responsible for He T 10830 A and He 1 D3) which then
absorbs more photospheric radiation, producing a deeper ab-
sorption line. Experiments using only thermal conduction
from a flare-heated corona, or of electron beam driven flares
that omitted nonthermal collisional He ionisation, were un-
able to produce the dimming at flare onset. Nonthermal elec-
tron distributions with a smaller energy flux, delivered more
gradually, were able to produce slightly longer lived ribbon
fronts. Those with a harder electron energy distribution (in
this case, a larger value of low-energy cutoff) drove more
pronounced dimmings.

Using the simulations from Kerr et al. (2021), Polito et al.
(2023a) synthesised Mg II NUV spectra, and obtained the
same metrics as their observational analysis of IRIS flares.
The synthetic spectra that bore characteristics consistent with
ribbon front behaviours originated from simulations with

! Flare energy was delivered for either + = 10 s at a constant rate, or was
delivered more gradually over # = 20 s in a triangular profile so that the
total energy was fixed between both scenarios.
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Figure 1. Histograms of observed ribbon fronts lifetimes, obtained
from the flares studied by Polito et al. (2023a). Since each flare had
a different cadence, the bin size varies in each event.

smaller, more gently injected energy fluxes with larger low-
energy cutoffs. That is, the same energy input parameters can
produce He I and Mg II ribbon front behaviours, from which
we inferred that two distinct heating regimes exist. Ribbon
fronts were caused by injection of a weak flux of electrons,
while bright ribbon regions are locations bombarded a much
larger energy flux (which can then drive strong evaporative
upflows). The ‘best-fit’ experiments used triangular energy
flux profiles, that peaked > 1 x 10° erg s™' cm~2. Additional
experiments that modified the heating profile (extending the
rise time to the peak value or extending the total duration of
the flare) demonstrated that simply increasing the time over
which a modest energy flux was deposited did not drive sub-
sequent explosive evaporation. Likewise, the transition re-
gion (in this case O IV 1401 A was used as a proxy for the
TR response) did not brighten in the latter stages of those
simulations. So, the evolution from ribbon front to bright
ribbon is not solely a matter of time, the energy flux itself
likely has to increase.

Whilst chromospheric ribbon front behaviour seems well
characterised, the Doppler shifts of the transition region
seems more variable. Bright ribbon observations show that
the TR generally exhibits redshifts (e.g. Tian et al. 2015;
Polito et al. 2016), with occasional observations of spatially
localised blueshifts (e.g. Jeffrey et al. 2018; Lorincik et al.
2022). Polito et al. (2023a) found that along ribbon fronts,
both redshifts and blueshifts of O IV 1401 A could oc-
cur, though models only predicted blueshifted ribbon fronts.
Adding an additional volumetric heating rate in the corona to
mimic in-situ heating following reconnection was unable to
produce redshifted O TV 1401 A alongside the Mg 1I ribbon
front behaviours.

Polito et al. (2023a) defined several metrics to define if a
particular pixel was identified as a Mg 1II ribbon front, in-
cluding the depth of central reversal, separation of the Mg II
k2 emission peaks, the k2 peak asymmetry and the relative
intensity of Mg II triplet to Mg II k line. Those pixels had
variable lifetimes before transitioning to regular bright rib-
bon pixels. A histogram of those lifetimes is shown in Fig-
ure 1, where we see a large range, from as short as a few sec-
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onds, up to many hundreds of seconds. Details of these flares
can be found in Polito et al. (2023a), but we note here that the
finite cadence of the observations means that there could be
even shorter lifetimes. In that figure, since the cadence varies
from flare-to-flare, the bin size on the x-axis differs. Another
interesting thing to note, which can be gleaned from Figures
2-5 of Polito et al. (2023a) is the varying number of sources
along the ribbons that exhibit ribbon front behaviours within
each flare. Of course, this is from three datasets only. An
in-depth survey of IRIS flares may reveal a different distri-
bution, but combined with the results of Panos et al. (2018),
Panos & Kleint (2021) & Panos et al. (2021) we can state
with some confidence that ribbon front lifetimes can be ex-
ceed many dozens of seconds.

Despite capturing the spectral properties of ribbon fronts,
Kerr et al. (2021) and Polito et al. (2023a) were only able
to maintain those characteristics for a few seconds, in stark
contrast to the observed longer duration ribbon fronts. In this
follow on study we aim to determine if we can extend the
simulated ribbon front duration to be more consistent with
the observations.

2. NUMERICAL EXPERIMENTS

2.1. Motivating our long duration energy deposition
experiments

A major model-data discrepancy is that the observed rib-
bon front lifetimes can be up to one or two orders of mag-
nitude longer than the synthetic ribbon front spectra which
are only a few seconds. We found in Kerr et al. (2021)
that a simulation with a very weak injection of nonthermal
electrons could result in only enhanced absorption of He I
10830 A (i.e., without subsequent emission), and in Polito
et al. (2023a) that two regimes of energy fluxes were required
to explain ribbon fronts versus bright ribbons. Based on those
points, here we perform a series of rather simple experiments
aiming to achieve persistent ribbon front-like behaviour that
subsequently transitions to bright ribbon fronts with explo-
sive evaporation. Though seemingly simple, these experi-
ments carry implications for energy release and particle ac-
celeration processes in localised regions of the flare ribbons.
They also present a somewhat contrarian view to the prevail-
ing thought on energy injection timescales, that we discuss
briefly here.

In our experiments we model flares in which we inject
a weak flux of nonthermal electrons for 4, = 100 s, be-
fore raising this flux over a period of 100s to values required
to produce the observed bright ribbon behaviour. We stress,
though, that our primary focus was obtaining realistic dura-
tions of the ribbon front phase and so the temporal profile
of the ‘main’ heating phase was rather ad-hoc. This was de-
signed to determine how quickly the flare footpoint would
transition from ribbon front to bright ribbon, and ultimately
produce chromospheric evaporation. Some further experi-
ments were performed that varied the duration of the weak
heating phase from #q,, = 25 — 150 s.
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These timings (i.e. around 200s total heating) are rather
long compared to what has become the general community’s
consensus, which more typically assumes bombardment by
electron beams into individual locations on the order of a
few seconds to tens of seconds (see e.g. discussions in the
review by Kerr 2022). This is based on both observations
of the chromospheric response (i.e. the rapid apparent mo-
tion of bright fare ribbons as new field lines reconnect) as
well as hard X-ray footpoint motion, and the appearance of
structure in hard X-ray lightcurves which can be interpreted
as elementary bursts of energy injection (see e.g. the recent
example by Collier et al. 2024).

Despite the body of evidence that suggests a relatively
short duration of injection of energetic electrons into discrete
areas, we are content that our experiments with long duration
heating are appropriate to explore the properties of these rib-
bon front flare sources. This is especially true as prior exper-
iments with short duration heating have been unable to repro-
duce ribbon front behaviours with the appropriate lifetimes.
Our weak heating phase was observationally driven, based
on lifetimes of ribbon front sources. The main heating phase,
though arguably longer than the actual main heating phase in
real flares, was intended to show that ribbon fronts transition
to bright ribbons even if the increased energy flux is modest.
Further, since Polito et al. (2023a) found that not every rib-
bon front source ultimately produced chromospheric evapo-
ration, the ramp-up in energy flux in our experiments will
demonstrate that explosive evaporation occurs only when the
energy flux becomes strong. As we will see in the remain-
der of this manuscript, our new experiments (1) successfully
reproduce ribbon front lifetimes, (2) result in a transition to
bright ribbon sources as soon as the energy flux is increased,
(3) that when the energy flux in the main heating phase is
large enough explosive evaporation is produced.

Current hard X-ray observations do not preclude the ex-
tended weak heating phase we propose. In the ribbon front
phase of our model the nonthermal electron flux is orders of
magnitude weaker than that of the main heating phase which
produces the bright ribbons. Since the dynamic range of
prior solar hard X-ray observatories has been small, the X-
rays produced during ribbon front lifetimes would not be de-
tectable in the presence of brighter X-ray sources elsewhere
on the flare ribbons. Nor is the X-ray spatial resolution suffi-
cient to isolate these small localised flare ribbon front sources
from the rest of the bright ribbon. Finally, we note that al-
though the general consensus is that the bright ribbon sources
only have a few seconds to tens of seconds of nonthermal par-
ticle bombardment, there is healthy debate as to what keeps
flare sources cooling slowly compared to the rapid cooling in
flare loop models. There have been suggestions than some
other form of energy is deposited for a longer period of time
(see e.g. Qiu & Longcope 2016; Zhu et al. 2018; Ashfield
et al. 2022). Although our main heating phase is 100s of
electron bombardment, this could in principle be a few sec-
onds of nonthermal electrons, followed by the yet unknown
source of energy flux.

P
300

3510t
L
€ 1110
§Hu 10
2w 10
;"_" > Ribbon Main
= Y 108 Front Ribbon
I 1 1 1 1 I 1 1 1 1 I 1 1 1
0 100 200
Time [s]

Figure 2. The temporal evolution of the total energy flux of the
injected nonthermal electron energy distribution in our simulation
grid. The period designed to mimic the ribbon fronts are shown
in red, and the period designed to mimic the more typical ‘main
ribbon’ times are shown in grey.

2.2. Radiation hydrodynamic modelling of flares with
RADYN

To simulate the flaring atmosphere we employed the
RADYN+FP numerical code, which is the combination of the
field-aligned radiation hydrodynamic (RHD) code RADYN
(Carlsson & Stein 1992, 1995, 1997; Abbett & Hawley 1999;
Carlsson & Stein 2002; Allred et al. 2005, 2015; Carlsson
et al. 2023), coupled with the nonthermal particle transport
code FP (Allred et al. 2020). RADYN solves the equations
of hydrodynamics, plane-parallel non-local thermodynamic
equilibrium (NLTE) radiation transfer, and non-equilibrium
atomic level populations, including charge conservation. FP
solves the propagation and thermalisation of a distribution of
energetic particles through a specified atmosphere, which in
our case is the evolving RADYN flares. Feedback between
each aspect of the problem is included self-consistently. En-
ergy injected by the nonthermal particles affects the thermo-
dynamic structure of the atmosphere, which varies the atomic
level populations and emitted radiation. In turn this also
affects the thermodynamic state through non-local radiative
heating and cooling, which affects the energy deposition pro-
file. The changing temperature of the atmosphere is included
in the solution of the particle transport, which solves the
full Coulomb collisional operator, making no cold- or warm-
target assumption. Instead it is valid for both extremes and
everything in between. FP was merged with RADYN in 2021,
replacing the prior imbedded Fokker-Planck based module
from Allred et al. (2015).

RADYN has become a workhorse of the flare community
given its ability to model the response of solar chromosphere
and transition region at very high spatial resolution (sub-
meter where necessary), and to included the important effects
of NLTE radiation transport. We do not provide an exhaus-
tive description of the code here, instead we direct readers to
recent general descriptions of the code in Allred et al. (2015)
and Carlsson et al. (2023), and to recent detailed reviews
of the ways in which RADYN has been used in tandem with
observations from IRIS to explore flare physics Kerr (2022,
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2023). Some salient points regarding RADYN’s capabilities
and limitations when modelling He that are relevant to our
study are noted below, the majority of which are similar to,
and discussed in more detail in, Kerr et al. (2021).

The model He atom employed in our experiments is a 9-
level-with-continuum. The upper and lower levels of He I
10830 A included but without substructure of the >P state.
Processes important for populating orthohelium are included.
The photoionisation-recombination route is achieved by an
irradiating EUV spectrum from the transition region and
corona, which uses the local density and temperature of each
grid cell when constructing an integrated downward-directed
radiation field (note that irradiation by lines modelled in de-
tail by RADYN, such as He 11 304 A are not included but we
believe that this is only a minor effect). The nonthermal colli-
sional ionisation-recombination route is modelled by adding
to the rate equations nonthermal collisional ionisation of He I
and He II (following the recipes of Arnaud & Rothenflug
1985). The effects of the beam-neutralising return current
are included when modelling the nonthermal particle distri-
bution. Thermal collisional ionisation-recombination, direct
collisional excitation routes, and collisions between the up-
per and lower levels are included, which become more im-
portant when the flare chromosphere is sufficiently hot.

Our experiments used the same initial atmosphere as in
Kerr et al. (2021), which is an 11Mm half-loop (with 191
grid points), with an apex temperature of 7 = 3.15 MK
and electron density n, = 7.6 x 10° cm™. Flare energy
was injected in the form of a distribution of nonthermal elec-
trons with spectral index § = [3, 5, 7], and low-energy cutoff
E. =110, 15,20,25,30] keV. The energy flux injected varied
with time, but was the same for each experiment. Given the
indications from Kerr et al. (2021) that a weak energy flux
may sustain a longer period of enhanced absorption, we set
the duration of weak-heating to be #4,; = 100 s (similar to the
observations of Xu et al. 2016) with a constant energy flux of
F = 5x10% erg s7! cm™2, followed by an ad-hoc ramp up
over the next 100 s to more typical flare energy fluxes, reach-
ing F =1x 10" erg s™' em™ by ¢t = 200 s. A schematic of
the evolution of the energy flux is shown in Figure 2. Since
we are primarily concerned with demonstrating the require-
ment of a weak-heating phase for some flare sources, and the
difference between the synthetic spectra during their ribbon
front phase and the main/bright ribbon phase, the particular
details of strong-heating phase are not as important for our
current experiments. We elected to slowly ramp up the en-
ergy injection in order to determine if there were any obvi-
ous signatures that appeared in the synthetic spectra as they
transitioned from ribbon front-like to typical-flare spectra.

In addition to this parameter study we modelled five flares
with varying tg,, = [25,50,75,125,150] s, all with § = 5
and E. = 25 keV. The subsequent heating of those additional
flares then followed the gray shaded area of Figure 2, just
offset in time, such that the strong-heating phase injected the
same total energy flux in each simulation.

Figure 3 shows three typical snapshots of the stratifica-
tion of temperature, electron density, bulk velocity (upflows

are negative), and the ratio of the populations of the upper-
to-lower levels of He I 10830 A (2p 3P versus 2s 3S), for
6 = [3,5,7], E. = 25 keV, and t4,y = 100 s. One snap-
shot shows # = 50 s, during our supposed weak-heating (rib-
bon front) phase, one snapshot shows ¢t = 165 s, midway
through the ramp-up of the strong-heating phase, and the fi-
nal snapshot shows ¢ = 196 s, when the injected energy flux
was at its maximum (where we would expect bright ribbon
behaviour). During the weak-heating phase gentle chromo-
spheric evaporation is present, with velocities on the order
v ~ 10 — 20 km s~!. Modest temperature increases are
present throughout the chromosphere, with softer nonther-
mal electron distributions (larger J; smaller E.) producing
somewhat warmer and denser upper chromospheres. Harder
nonthermal electron distributions produce both temperature
and electron density enhancements to greater depth. While
there are enhanced populations of the He 1 2p P level rel-
ative to the He I 2s 3S level in the upper chromosphere
(where the line forms) for all flares, the ratio is notably larger
for softer beams. During the strong-heating phase the at-
mosphere evolves more dramatically, as one would expect,
with orders of magnitude increases in electron density, ex-
plosive chromospheric evaporation and chromospheric con-
densations on the order a few 10s km s~!.

2.3. Post-processing flare atmospheres with RH15D

To provide additional model validation, we complement
the He 110830 A synthetic spectra from RADYN+FP with syn-
thetic Mg II NUV spectra from RH15D (Uitenbroek 2001;
Pereira & Uitenbroek 2015). This code includes the ef-
fects of partial frequency redistribution (PRD), important
for Mg 1I even in the elevated density of the flare chromo-
sphere (Leenaarts et al. 2013a; Kerr et al. 2019a), and over-
lapping transitions. We used the hybrid PRD approximation
of Leenaarts et al. (2012). RH15D solves the multi-line, multi-
species NLTE radiation transfer and atomic level population
equations given an input atmosphere (in our case, the RADYN
flare atmospheres processed at 1 s snapshots). The species
modelled in NLTE are: H, C I+C I, O I, Si I+Si II &
Mg II, with several others included as LTE background opac-
ity. Background opacity was also provided by modelling the
many thousands of lines in the Kurucz linelists?, between
A =[20-8000] A. A constant value of microturbulence was
added at each grid cell, with the value vy, = 7 km s™! based
on Carlsson et al. (2015), and the same as used in (Polito
et al. 2023a). This is somewhat smaller than the flare values
observed by Kerr et al. (2024), but since those values were
obtained at flare peak we did not know when the transition
from background to flare values in the chromosphere should
take place so we chose to keep this constant. While the Mg 1T
spectra will be more narrow than observed, this is a known
problem (e.g. Kerr et al. 2024) and does not affect our con-
clusions.

2 http://kurucz.harvard.edu/linelists.htm
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Figure 3. Illustrative examples of the flare atmospheric stratification at different phases of heating. The top row shows a snapshot during the
weak-heating (ribbon front) phase, t = 50 s. The middle row shows a time during the middle of the ‘main ribbon’ phase, t = 165 s. The bottom
row shows a snapshot near the end of the strong-heating phase, t = 196 s. The shaded area in each panel is the pre-flare atmospheric state, and
each colour represents a different spectral index &, for a fixed E. = 25 keV. From left-to-right we show the temperature, electron density, bulk
velocity (upflows are negative) and the ratio of the populations of the upper-to-lower levels of He I 10830 A. An animated version is available,
starting att = 0 s and ending att = 300 s, with a real time duration of 60 s.

For Mg 1II we used the 11-level-with-continuum atomic
model of Leenaarts et al. (2013a). Though RH15D does not
model non-equilibrium effects we have previously demon-
strated that these likely have a minimal impact on the Mg 1I
solution (Kerr et al. 2019b) , aside from the initial switch on
and cessation of flare energy injection. Relaxation timescales
are Treix < 0.1 s during the bulk of the fare, rising to
Trelax ~ 0.1 — 2 s during the initial bombardment and first
couple of seconds of the cooling phase. Omitting PRD ef-
fects for Mg I were much more impactful. Further, we keep
the H populations and electron densities fixed, such that they
include nonthermal and non-equilibrium effects, mitigating
omitting these effects from other species. Zhu et al. (2019)

improved the treatment of Stark damping for Mg II, which
we employ here.

3. FORWARD MODELLING FLARING HE I 10830 A
3.1. Sustained He I 10830 A Dimming

All of our flare simulations exhibited the expected be-
haviour of enhanced He I 10830 A absorption (dimming),
followed by a subsequent brightening. However, unlike the
experiments of Huang et al. (2020) or Kerr et al. (2021),
many of our flares exhibited He I 10830 A dimming that per-
sisted for dozens of seconds, up to t ~ 100 s, with harder
nonthermal electron distributions producing enhanced He I
10830 A absorption for longer periods. That is, the dimming
persisted for the entirety of the weak-heating phase in sev-
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Figure 4. Lightcurves of He I 10830 A, integrated between
[1o—0.04 A] = [1y—0.54 A] from the simulations with t4,, = 100 s.
Each panel shows the effect of varying the low-energy cutoff E,
(shown as coloured lines; darker is larger E.) with 6 = 3 (top row),
6 = 5 (middle row), 6 = 7 (bottom row). Insets show zoomed in por-
tions during the weak-heating phase. Harder nonthermal electron
distributions maintain the lifetime of enhanced absorption through-
out the t4,, = 100 s weak-heating phase. Softer distributions results
in a quicker transition to an emission profile.

eral of our flare simulations, and for durations similar to the
observations of Xu et al. (2016).

Lightcurves of the He I 10830 A line, integrated in the
range [1yp — 0.04 A] — [19 — 0.54 A], mimicking the wave-
length range of the passband in the Xu et al. (2016) BBSO
observations, are shown in Figure 4 for each of the 15 sim-
ulations with g, = 100 s. The contrast of the wavelength-
integrated flaring intensity (/gae) to the pre-flare intensity (/)
was defined as: (Iqare — p)/1p X 100. It is immediately clear
that the period of dimming is strongly dependent on the prop-
erties of the injected nonthermal electron beam, with harder
nonthermal electron distributions resulting in longer duration
dimming. Softer nonthermal distributions, though generally
lasting longer than the few seconds of dimming in Huang
et al. (2020) and Kerr et al. (2021), transition to emission
more rapidly.
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Figure 5. Examples of pre-flare subtracted He 1 10830 A line pro-
files as a function of time (images), with cutouts at particular times
(which are not pre-flare subtracted), with t = 0 profiles shaded grey.
The top row is 6 = 3 E. = 30 keV, the middle row is 6 = 5
E. = 25 keV, and the bottom row is 6 = 7 E. = 20 keV. Redder
colours are positive (i.e. enhancements) and greener colours are are
negative (i.e. dimmings), and note that the colorbar scales on each
side of the zero line are not uniform.

The slow ramp-up to more typical flare energy fluxes re-
sults in more structure than the lightcurves shown in Kerr
et al. (2021), some of which are reminiscent of the Xu et al.
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Figure 6. Lightcurves of He I 10830 A, integrated between
[1o — 0.04 A] = [Ay — 0.54 A] (the wavelength range of the BBSO

observations studied by Xu et al. 2016), from simulations with fixed
60 =5 and E, = 25 keV, but variable durations of weak-heating, t4,..
The evolution of the injected energy flux follows the post-weak-
heating phase (the grey shaded region of Figure 2) such that each
flare had the same 100s of stronger heating. The inset shows a
zoomed-in view of the weak-heating phase, where it is clear that
shortening or lengthening the duration of the weak-heating phase
commensurately shortens or lengthens the time taken for the line to
go into emission.

(2016) with a local minima (though the lines are still in emis-
sion) and multiple peaks over time. This seems to occur for
flares with larger E, in our parameter grid, and is due to the
presence of downward directed mass flows (chromospheric
condensations) which Doppler shift the spectra outside of the
selected window, towards redder wavelengths.

Despite the fact that Doppler shifts result in structure in the
lightcurves, the periods of enhanced absorption do occur over
the full spectral line profiles, and do persist for the timescales
indicated in Figure 4. Even though small Doppler motions
are present during the dimming period, they are modest and
insufficient to create an artificial dimming feature. This is il-
lustrated in Figure 5, which shows the He 1 10830 A profiles
as a function of time from three simulations, with cutouts at
a few snapshots. In that figure it is also clear that there can
be a transitory time, where parts of the line profile are under-
going enhanced absorption, parts are similar to the pre-flare,
and parts are enhanced relative to the pre-flare. Appendix A
shows the wavelength-time panels for each simulation with
taur = 100 s.

The duration of the weak-heating phase has a direct im-
pact on the lifetime of the He T 10830 A ribbon front-like
behaviour. Shortening #4,; reduces the time taken for the line
to show a positive contrast, and lengthening z4,, increases the
time taken for the line to transition from absorption to emis-
sion. In fact, for the harder nonthermal electron distributions,
the lifetime of the dimming equals the duration of the weak-
heating phase, as shown in the He I 10830 A lightcurves in
Figure 6 where we vary t4,, = [25,50,75, 100, 125, 150] s.
This implies that, in a rough sense, the length of the observed
dimming period informs us about the duration of weak pre-
cipitation of nonthermal particles. There is of course some
level of ambiguity as we saw for some intermediate cases
(e.g. 6 = 5; E. = 20 keV) that He 1 10830 A is driven into
emission prior to the start of the strong-heating phase.
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Figure 7. The average plasma properties in the formation region
of the He I 10830 A line core, defined as the wavelength with
largest optical depth. Colours represent the contrast of the line
(10— 1.5 A] - [dg+ 1.5 A]), at a particular instant, where reds
are enhanced absorption, and blues-yellows are emission.  Each
circle represents an individual snapshot from a single simulation,
and every simulation in our parameter survey is included. The top
panel shows temperature versus electron density. The middle panel
shows temperature versus bulk velocity (upflows are negative). The
bottom panel shows temperature versus optical depth T. Although
there is some overlap in the low-positive contrast range, it is clear
that a hot (T > 15 — 20 kK) and/or dense (n, > 3.5 x 102 cm™)
atmosphere drives the line into emission.

3.2. Flaring Plasma Conditions During Dimming Periods
versus Emission Periods

Here we explore the formation properties of the line and
the plasma conditions in the He I 10830 A line forming re-
gion of the atmosphere, building upon some prior efforts in
Huang et al. (2020), to understand when the line is driven
into emission. That is, can we state confidently what the dif-
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(absorption)

(emission)

(absorption)

(absorption)
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ferences in plasma conditions are at the ribbon front versus
the main bright ribbons?

The contribution function to the emergent intensity,
Ci(4, u, 2), can be defined as:

1
Cr(A,u,2) = ; S 1(z) e xa(2), (1)

where z is the height in the atmosphere, u = cos (0 is
the viewing angle between the line-of-sight and the normal),
S, is the source function, 7, is the optical depth, and y, is
the opacity. Integrating through some depth scale yields the
emergent intensity. This allows us to understand, effectively,
where in the atmosphere the intensity originates.

Huang et al. (2020) averaged the plasma properties over
a broad range of heights where C; was elevated. Here, we
follow a similar, but more robust, approach where we care-
fully identify the range of heights that most significantly con-
tribute to He 110830 A emission and perform a weighted av-
erage over that range (following the approaches of Kowalski
et al. 2017; Zhu et al. 2019; McLaughlin et al. 2023; Kerr
et al. 2024). The normalised cumulative distribution func-
tion of C; was constructed, and the heights at which the bulk
of the emission is formed was identified. For our purposes
we defined this as being the heights bounding 10% — 95%
of the line’s contribution (similar results were obtained for
5% —95%, and 20% — 95%). Then, the average plasma prop-
erties between those (time-varying) heights was measured,
weighted by C;, which can be sharply peaked.

Since C; is a function of wavelength we selected the line
core as the reference point with which to asses plasma con-
ditions, defined as the wavelength at which z(t, = 1) was
maximised. That is, the wavelength at which the line’s op-
tical depth was largest (this does not necessarily mean the
line was optically thick throughout the flare). Doppler mo-
tions can shift the wavelength of the line core when they are
co-spatial with regions of high orthohelium density.

Temperature, electron density, bulk velocity, and the opti-
cal depth in the line core emitting region were all measured
as a function of time, and compared to the contrast of the
wavelength-integrated intensity of the full line (1o + 1.5 A),
shown in Figure 7. Each panel shows how one of the prop-
erties varies with temperature, with colour representing the
contrast of the line (the magnitude of the negative contrasts
is generally smaller than when using the BBSO wavelength-
integration range). This figure is the aggregate of our
whole simulation grid, with each symbol in effect represent-
ing a single snapshot from whichever simulation it happens
to originate from. Here the intention is not to show a time
evolution, which we glean from other figures and analysis
(from which we also know that a negative contrast represents
the notional ribbon front phase of each simulation). Rather,
the intention is to understand what general atmospheric con-
ditions lead to either a negative or positive contrast, by com-
bining the full simulation dataset.

During periods of enhanced absorption the atmosphere
is generally cooler and less dense than periods of strong
emission, with some overlap between smaller negative and

smaller positive contrasts. The, rough, threshold between
positive and negative He 1 10830 A contrast is n, ~ 3.5 X
10'2 cm= and T ~ 13.5 kK (which is essentially the same
temperature as estimated by Huang et al. 2020, but a larger
electron density). Of note is that we find that the He I
10830 A line can be strongly in emission even if 7 < 13.5 kK
if the upper chromospheric electron density is sufficiently el-
evated, which in our simulations means n, > 3 x 10! cm™3.
At T > 18 kK we find only emission.

Opacity in the line core varies over time in the simulations,
and over the particular evolution of each flare atmosphere,
but generally it increased during the flare such that the opti-
cal depth approached or exceeded unity, meaning that optical
depth effects play a role in line formation. This is true both
during the periods of dimming or enhancement but 7 > 0.5
only when the line is strongly enhanced, which is intuitive
given the larger densities when that is the case.

Finally, we note that periods of dimming are generally as-
sociated with a gentle upflow of the line forming region, with
v, ~ [-10,0] km s~!. Downflows are present in some of the
simulations, up to v, = 30 km s~

So, the ribbon front-like He T 10830 A behaviour is present
when the line forming region in the mid-upper chromosphere
is still relatively cool, and is undergoing gentle evaporation,
while the brighter flare ribbons are associated with a much
warmer and denser upper chromosphere.

Kerr et al. (2021) noted the increased population of He I2s
3S through the chromosphere due to nonthermal collisional
ionisation of He, that increases the opacity and produces the
dimming. There is also an enhancement of He I 2p © level,
but during the dimming period the ratio of the upper-to-lower
level in the upper chromosphere decreases since He I 2s *S
is preferentially populated. At the time that the line switches
to being enhanced this ratio reverses, and the line is driven
into emission. This seemingly happens at 7 > 13.5 kK and
ne > 3.5 % 102 cm™ (or a cooler plasma but with n, >>
3.5 x 10'2 cm™3), and is at least partially due to increased
collisional ionisation from the lower-to-upper level.

4. FORWARD MODELLING FLARING MG I1 NUV
4.1. General Mg II Behaviour

In general the Mg 1II spectra follow a common evolution
through the weak-heating phase and the ramp-up to peak en-
ergy injection. Quantitative differences, and the rate of their
evolution, in the various spectral line characteristics such as
the intensity, depth of central reversals, and other properties
(discussed in detail in Section 4.2) arise with varying the in-
jected nonthermal electron beam parameters. Figure 8 shows
the evolution of Mg Il line in the 6 = 5, E. = 30 keV simula-
tion. Appendix A shows the temporal evolution for the other
experiments, along with the Mg II 2798 A subordinate blend

Upon initial energy injection the Mg II k line increases
in intensity, and the depth of its central reversal increases.
The line core is slightly blueshifted, and the line becomes
asymmetric with more intense red peak (k2r) relative to blue
peak (k2v). As the energy flux injected increases the Mg II
k line intensity similarly increases, and the central reversal
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becomes shallower. At times the reversal almost fully fills
in, particularly close to flare peak, and at other times it ef-
fectively merges with the k2v component such that the line
appears with a broad blue shoulder. In response to chromo-
spheric condensations the lines become redshifted or exhibit
redshifted components alongside mostly stationary compo-
nents. All the subordinate lines behave similarly to the Mg II
k line, though have a tendency to transition to being single-
peaked once the weak-heating phase has ended. For some
simulations (those with softer nonthermal electron distribu-
tions) the subordinate triplet appears single peaked even dur-
ing the weak-heating phase.

Our quantitative model-data comparison of Mg II rib-
bon front behaviour follows the framework of Polito et al.
(2023a), where we extract the wavelength positions of the
k2r, k2v, and k3 components of the Mg II k line, and use
those to build quantitative metrics (described in more detail
below), which can be compared to the results of the four ob-
served solar flares studied by Polito et al. (2023a). The im-
pacts of IRIS instrumental effects on the analysis that follows
was investigated for a range of representative exposure times
and cadences. While the main conclusions and trends did not
change, the reduced spectral resolution and smearing in ex-
posure time did result in some minor quantitative differences
in comparison to the native RH15D spectra. See Appendix B

t—lBSOOS
10-—///\,\\

t—115005

for an overview of the impact of IRIS instrumental effects on
the synthetic spectra.

4.2. Mg Il k Line Characteristics

For each Mg 1I profile we extract several metrics that char-
acterise their response to the flare during the various stages
of flare energy injection. These metrics are the same as used
by Polito et al. (2023a). They are the depth of the central
reversal, Dcg, the asymmetry of the k2 peaks, Ay, (Where
a positive value means more intense k2r versus k2v peak),
the separation of the k2 peaks, Sy», and the Doppler shift of
the k3 component (i.e. the Doppler shift of the line core),
VDopp.k3:

Loy —
Deg = -7, 2)
Loy + L3
A
A = 22 3)
Lior + Loy
Sk2 = Vior — Viav. 4

In those expressions [ variables are the intensities of the var-
ious components, and v variables are the positions of the var-
ious component in velocity-space.

‘We find similar results as with He T 10830 A, which is that
the weak-heating phase of simulations with harder nonther-
mal electron distributions produce Mg II spectra consistent
with ribbon front observations. In fact, the same simulations
that typify ribbon fronts in He I 10830 A can be characterised
as ribbon fronts in Mg II.

Slight blueshifts of the line core (k3) were present, up
to ~ —(10 — 12) km s~!, which transition to redshifts by
the peak of the strong-heating phase, albeit in a somewhat
noisy manner in some simulations (Figure 9, left column).
This is due to the presence of multiple components in the
line, one slightly blueshifted or stationary and one redshifted.
The algorithm to identify k3 can sometimes jump between
these components. Observations generally are redshifted in
the main ribbon, but this often manifests as an asymmet-
ric red-wing not always as a shifted k3. These Doppler
shifts are consistent with the observational analysis of rib-
bon front Polito et al. (2023a) in which the distribution of k3
Doppler shifts peaked at —10 km s~! (though some of those
observed profiles could exhibit even larger blueshifts up to
—20km s~!"). The magnitude of Vbopp did not seem to depend
strongly on E, or d, though a faster evolution back towards
rest was associated with softer nonthermal distributions.

Red peak (k2r) asymmetries were present during the weak-
heating phase, though were only strong for a brief time
(Figure 10, left column). The harder nonthermal electron
beams only produced mildly asymmetric profiles, with val-
ues consistent with the bulk of the observed distribution of
Ao ~ 0 —0.2. The tail of the observed distribution of asym-
metries with larger values of Ay, is seemingly suggestive of
softer nonthermal electron beams. Most of the simulations
actually began exhibiting blue peak asymmetries during the



EvoLuTioN oF HEATING RATES AT FLARE RiBBON FRONTS 11

— 20
‘U'A
E 10}
Q 6=3
&
S of E.=10 keV
Q Ec =15 keV
= _10f —— E.=20keV
s —— E.=25keV
—— E.=30keV
_20_
1 1 1 1 1 1 1
0 50 100 150 200 250 300
Time [s]
— 20
lV’
£ 10f
“a 6=5
s
< o Ec=10 keV
< E.=15 keV
= _10f —— E.=20keV
= —— E.=25keV
—— E.=30keV
_20_
1 1 1 1 1 1 ]
0 50 100 150 200 250 300
Time [s]
— 20F
lU)
£ 10f
s 6=7
8
< of Ec=10 keV
< E.=15 keV
= _10f —— E.=20keV
= —— E.=25keV
—— E.=30keV
_20_
1 1 1 1 1 1 ]
0 50 100 150 200 250 300
Time [s]

0.0F
s
S-0.2f
) 6=3
©
g —0.4F E.=10 keV
z E.=15 keV
< _ o6k —— E =20 keV
—— E.=25keV
—— E.=30keV
-0.8-
1 1 1 1 1 1 1
0 50 100 150 200 250 300
Time [s]
0.0+
E=
%—0.2—
fa) 6=5
§ -0.4
@ E.=10 keV
> ]
g -o6f E.=15 keV
—— E.=20 keV
—— E.=25keV
-0.81 —— E.=30 keV
1 1 1 1 1 1 J
0 50 100 150 200 250 300
Time [s]
0.0
5 -0.2f
[
fa) 6=7
s —0.4F
@ E.=10 keV
> E.=15 keV
U — - c
< ~0-6 —— E =20 keV
—— E.=25keV
-0.8f —— E.=30keV
0 50 100 150 200 250 300

Time [s]

Figure 9. The evolution of Doppler shift of Mg II k3 (first column), and the depth of the Mg II k central reversal (second column), where colour
indicates the low-energy cutoff. The top panel shows the the § = 3 simulations, the middle shows the 6 = 5 simulations and the bottom shows

the 6 = 7 simulations.

weak-heating phase. During the ramp-up to peak energy de-
position Ay, could be either blue or red dominant.

The k3 Doppler shift and the peak asymmetry are perhaps
not as ‘clean’ as He I 10830 A, since the Mg 1I spectra do
not persist with ribbon front-like characteristics for the en-
tirety of the weak-heating phase, beginning their transition to
what might be considered more consistent with regular bright
ribbon characteristics earlier. However, the k2 peak separa-
tion and the depth of the central reversal may offer a better
diagnostic of the lifetime of any weak-heating phase.

For the majority of the weak-heating phase the k2 peak
separation increases from the pre-flare value, and remains
fairly constant in the harder nonthermal electron beam sim-
ulations, with values Sy, ~ 35 — 40 km s~! (Figure 10,
right column). Their temporal evolution tracks the lifetime
of the He I 10830 A ribbon front-like behaviours pretty well,
with the softer nonthermal electron beam simulations more
rapidly transitioning to a smaller k2 peak separation. The

same simulations that persist with enhanced absorption of
He 110830 A until the start of the ramp-up of energy injec-
tion have a larger k2 peak separation throughout the weak-
heating phase. The observations of Polito et al. (2023a) sug-
gest a broader range of values of S, than present in our sim-
ulations.

The central reversal deepens in every simulation at the on-
set of energy deposition, but in the case of softer nonther-
mal electron distributions the reversal switches to being shal-
lower than the pre-flare quite rapidly. A trend of deepening
reversal depth is present in the harder nonthermal electron
distributions, in which D¢r only reduces in magnitude once
the energy flux injected begins to increase. During the latter
half of the simulations the profiles have very shallow cen-
tral reversals and occasionally become single peaked. We
might expect only single peaked profiles during the bright
ribbon phase, but these have proven tricky to produce in RHD
simulations, requiring large electron densities (e.g. Rubio da
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simulations.

Costa & Kleint 2017; Zhu et al. 2019). It is possible that a
more aggressive ramp-up time, and larger energy flux follow-
ing the weak-heating phase could lead to those conditions but
here we are primarily interested in the ribbon front period.
Of the range of ribbon front-like behaviours, the increase
of intensity accompanied by increased depth of the central
reversal best typifies the duration of the weak-heating phase.
As noted in the previous section, the profiles as observed
with IRIS could appear different due to instrumental effects.
We repeated the analysis of Mg II line characteristics for the
profiles converted to IRIS quality. The trends identified do
not change but certainly some of the finer scale temporal dif-
ferences are not seen, and some of the noisier behaviour is
reduced since multiple components (redshifted plus station-
ary) are not present as often. The magnitude of the Doppler
shift of k3 is largely unaffected. There are some quantitative
differences in the depth of the reversal since the profiles ap-
pear artificially shallower at IRIS resolution. Similarly the
profiles may appear single peaked more often. The only no-

table difference in timing is that the 6 = 5, E, = 20 keV sim-
ulation transitions from deeper-to-shallower central reversal
sooner. Peak separation only differs by a few km s~'. Red
peak asymmetries are accentuated somewhat but the tempo-
ral trend is unchanged. Summing over spectral pixels (2 X 2
binning) does introduce short lived local maxima and min-
ima.

4.3. Explaining the Mg Il Characteristics

The obvious question is, what do these ribbon front Mg II
profiles tell us about the evolution of the plasma, and why
do we need a period of weak energy injection by hard non-
thermal electron distributions to produce those conditions?
Using a similar approach as in Section 3.2, the plasma prop-
erties averaged over the formation height of k2v, k2r and k3
were obtained and contrasted during the different stages of
energy deposition.

In this section we follow closely the foundational inves-
tigations of Mg II profile characteristics by Leenaarts et al.
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Figure 11. The atmospheric velocity (left column; upflows are negative), and nonthermal electron heating rate (right column) from three
simulations, with the formation height of k3 (black dashed line), k2v (violet dashed line), and k2r (red dashed line) overlaid. The top row is a
hard electron beam (§ = 3, E. = 25 keV), the middle row is an intermediate case (6 = 5, E. = 20 keV), and the bottom row is a soft electron
beam (6 =7, E. = 15 keV). Colourbars are saturated in order to more clearly show weaker values.

(2013a), Leenaarts et al. (2013b), and Pereira et al. (2013).
Those authors studied a quiet Sun 3D RMHD simulation, and
cautioned that their results are indicative primarily of those
conditions and that more active scenarios could differ signif-
icantly. For that reason, where appropriate, we confirm any
inferences based on their conclusions by applying elements
of their analysis to our flare simulations. An obvious caveat
is that their conclusions were based on hundreds of thousands
of spectra, whereas we have 4515 (15 1D RHD flare simula-
tions each with 301 snapshots, representing 1s cadence).

Conspicuously absent from our exploration of the origin
of the various ribbon front characteristics is the Mg 1II line
widths which can broaden to an even greater degree in ribbon
fronts than in bright ribbon segments. This is because our
flare models are still unable to reproduce the observed degree
of broadening (see e.g. Kerr et al. 2024), indicating that we
are missing some key physics.

4.3.1. What causes the Mg Il k3 Doppler shift?

Gentle (subsonic) chromospheric evaporation (Fisher et al.
1985a,b,c; Reep et al. 2015) occurred during the weak-
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heating phase of the flares, which transitioned to explosive
evaporation when the injected energy flux increased, illus-
trated by velocity maps in Figure 11 (upflows are negative).
This figure shows results from three simulations: one with a
hard nonthermal electron distribution (§ = 3, E. = 25 keV),
one with an ‘intermediate’ nonthermal electron distribution
(0 =5, E. = 20 keV), and one with a soft nonthermal elec-
tron distribution (6 = 7, E. = 15 keV). Mean formation
heights of the k2v, k2r, and k3 components overlaid.

When the nonthermal electron distribution is hard enough,
during the weak-heating phase there are few low-energy elec-
trons and energy deposition location peaks below the forma-
tion height of the Mg II k line core, seen in the right hand
column of Figure 11, which compares the mean formation
heights to the nonthermal electron heating rate Qpeam. The
upflow originates fairly deep in the chromosphere, and so
the k3 component therefore forms in that upflowing region
and is blueshifted. Doppler shifts of k3 are very well cor-
related with the plasma velocity in the k3 formation region
in the quiet Sun (Leenaarts et al. 2013b; Pereira et al. 2013),
and we show in Figure 12 that this relationship holds true in
flares. Almost every profile exhibits a k3 Doppler shift that is
very close to the average plasma velocity at the k3 formation
height (most points lie close to the y = x line).

Over time, as the density of the upper chromosphere in-
creases due to evaporation, the spatial profile of energy depo-
sition becomes more spread out such that the origin of the up-
flow drifts higher in altitude and the Mg II blueshift subsides.
This is why the Doppler shift of the line core does not show a
behaviour that lasts the entirety of the weak-heating phase in
those same simulations that persist with He T 10830 A ribbon
front characteristics.

When the nonthermal electron distribution is instead rather
soft, there are sufficient numbers of low-energy electrons that
the upper chromosphere/lower transition region is quickly
perturbed, and in these cases the altitude of the origin of the
upflow more rapidly drifts higher.

Note that during the intermediate heating regime of some
simulations the fluxes of lower-energy electrons are not
strong enough to make the beams lose most of their energy in
the upper chromosphere/lower transition region so that there
can be a second period of blueshifted k3. At those times the
whole chromosphere is, however, strongly heated so that the
other ribbon front characteristics are not present. Once the
energy fluxes approach the peak values we see the expected
redshifts signifying downflowing plasma.

4.3.2. What causes the Mg II k2 Red Asymmetry?

Leenaarts et al. (2013b) demonstrated in their quiet Sun
simulation that if there was an average large scale plasma
motion in the inter-peak region® then there would likely be
a k2 peak asymmetry. They compared the asymmetry to the
‘compensated average velocity’, which is the average plasma

3 The region between the k2 and k3 formation heights, where the k2 forma-

tion height was defined as the mean of the k2v and k2r formation heights
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Figure 12. Relating Mg 1I k line characteristics to atmospheric
velocities. Every 1s snapshot from all 15 simulations is included,
covering both ribbon front and stronger heating phases. The top
panel shows a strong correlation between the Doppler shift of Mg 11
k3 and the average plasma velocity within the k3 formation height.
The red dashed line is y = x. The middle panel is shows how the
k2 peak asymmetry varies with the ‘compensated average velocity’
(average velocity in the inter-peak region less the plasma velocity
at the k2 formation height). The bottom panel shows how the k2
peak separation varies with the largest velocity differences present
between in the inter-peak formation region.
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velocity in the inter-peak region minus the plasma velocity at
the k2 formation height. This latter step is to have the values
pass through the origin, since adding an offset to the whole
atmosphere (a velocity at k2 formation height) just shifts the
distribution without changing the relationship to the asym-
metry. If the plasma was generally upflowing then the k2r
peak would be stronger, and vice versa. For every snapshot
in our 15 flare simulations we find the same relationship is
present during the flares (middle panel of Figure 12). Note
that we defined the formation heights as described earlier,
but Leenaarts et al. (2013b) used the height at which optical
depth unity was reached for each wavelength. Additionally,
in our case downflows are positive and a positive Ay, means
k2r is larger than k2v.

It may be somewhat counterintuitive, but when the plasma
in the inter-peak region is upflowing the k2r peak becomes
more intense compared to the k2v peak, and vice versa. This
phenomenon has been discussed in detail in the context of
Ca II H2v bright grains (Carlsson & Stein 1997), He asym-
metries in flares (Kuridze et al. 2015), and Mg II k2 asym-
metries in flares (Kerr et al. 2016). In short, the absorption
profile (also referred to as the extinction profile) of the line is
shifted by plasma motions. If there is an average upflow in
the inter-peak region then this absorption profile is shifted to
the blue, and more blue-peak photons are absorbed compared
to the red-peak which has a smaller opacity than the photons
would experience in the stationary case. The situation is re-
versed in the case of an average downflow.

During the weak-heating phase the region between k2 and
k3 is generally upflowing (Figure 11) and Mg II profiles ex-
hibit red peak asymmetries with stronger k2r peaks. For the
same reason that the k3 blueshift does not persist for the en-
tirety of the weak-heating phase, the spatially evolving mass
motions in the mid-upper chromosphere impact the strength
of Axy. Once the energy fluxes approach the peak values
there are typically large average downflows present in the
inter-peak formation region, driving the peaks to exhibit blue
asymmetries.

4.3.3. What Causes the Increased Peak Separation?

The separation of the k2 peaks is related to the velocity
gradients in the mid-upper chromosphere since they lead to
height-dependent wavelength shifts of the Mg 1T k line’s ther-
mal absorption profile, which when integrated through height
effectively widen’s the overall absorption profile (Leenaarts
et al. 2013b). A positive correlation between the maxi-
mum velocity difference in the inter-peak formation region
(Av,|max) and the k2 peak separation was found by Leenaarts
et al. (2013b). They also identified a small population of
Mg 1I profiles which had large Sy, but small Av,|n.x, that
arose due to a temperature rise in the lower chromosphere
that naturally widened the absorption profile and lowered the
k2 formation height.

In the bottom panel of Figure 12 we show how S, varies
with Av, |y, for every profile in our simulation grid. The
scatter is reminiscent of the equivalent figures from the quiet
Sun experiments of Leenaarts et al. (2013b) and Pereira et al.

(2013), with a population of large Sy, at small Av,|nax. This
suggests to us that the source of increased Sy, in the weak-
heating phase is due to mid-lower chromosphere tempera-
ture increases rather than velocity gradients in the mid-upper
chromosphere. Consistent with this picture is the fact that
the simulations that are more similar to flare ribbon fronts
have longer periods in which the mid chromosphere is heated
without very strong temperature increases in the upper chro-
mosphere. That itself results from the harder, more deeply
penetrating, nonthermal electron energy distributions.

When the chromosphere becomes strongly compressed
during the peak of the strong-heating phase, and the up-
per chromospheric temperature is much more enhanced, S'x»
tends to be smaller than the pre-flare (also true in observa-
tions), which is due to the fact that the k3 and k2 peaks form
much closer in height and thus the velocity gradient in the
inter-peak region is small.

Microturbulence would further broaden the absorption
profile, which could be very variable in flares, and play a
role in setting Sy,. We keep microturbulence fixed through-
out our simulations in the absence of solid constraints, but
with values comparable to those found by (Kerr et al. 2024)
and Sainz Dalda & De Pontieu (2023). It is worth noting
that Jeffrey et al. (2018) observed an increase of Si IV res-
onance line nonthermal widths at the flare onset, prior to
any strong intensity increases, so microturbulence could play
some role in flare ribbon fronts. Study of the chromospheric
O 11355.598 A, Fe 11 2814.445 A or C1 1 1351.66 A ribbon
front behaviour, in particular their nonthermal widths, would
be very useful.

4.3.4. What Causes the Deeper Mg II k Line Central Reversals?

The formation of the Mg II lines is a complex interplay
of modulation of the velocity, temperature, density and op-
tical depth stratification. Figure 11 illustrates that the mean
formation height of the k2 and k3 line components vary in
time, with the velocity structure playing a dominant role in
the k3 formation height which increases in response to the
gentle evaporation. In some simulations, those with larger
upflows in the k3 formation region, the k2v formation height
also increases, forming some distance from the k2r. This is
related to the fact that when the k3 component (the line core)
is very Doppler shifted, in this case to bluer wavelengths,
the absorption profile of the line is commensurately shifted.
Significantly more k2v photons are absorbed as a result and
the opacity shifts to higher in altitude. At the same time, the
opacity is reduced in the red part of the line, such that the k2r
formation height is deeper in the atmosphere. More typically
the k2 peaks form relatively close in altitude to each other.

During the weak energy injection phase the mid-
chromosphere is more perturbed than the upper chromo-
sphere. As we alluded to in Polito et al. (2023a), but show ex-
plicitly here, this means that initially the k2 peaks experience
much larger increases in the electron density than the k3 core.
This is particularly true of the simulations with the hardest
nonthermal electron distributions. Temperature evolution is
more complicated, as it can both increase or decrease (for
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Figure 13. The plasma temperature (left column), and electron density (right column) averaged over the formation region of k3 (black), k2r

(red), and k2v (blue) from three simulations. The top row is a hard electron beam (6 = 3, E. = 25 keV), the middle row is an intermediate case
© =5, E. =20 keV), and the bottom row is a soft electron beam (6 =7, E. = 15 keV).

example, the decrease in k2 formation height in the 6 = 3,
E. = 25 keV simulation results in a slight drop in formation
temperature). Figure 13 shows the temporal evolution of the
temperature and electron density in the formation region of
k2r, k2v, and k3, for three exemplar simulations (the same as
those shown in Figure 11).

In response to the increased electron density and tempera-
ture the source function, S ,, of each component is elevated.
Larger electron densities also mean that the k2 §, more
closely tracks the background temperature rise of the chro-
mosphere. Effectively, during the weak-heating phase the k2
peaks’ S, become larger, more so than the k3 S, which does
not show a commensurately large increase. The difference
between the k2 and k3 § , therefore rises, and since the emer-
gent intensity is, roughly, related to S , at the height of 7 = 1
(the Eddington-Barbier relation), the intensity of k2 increases
more than k3, resulting in the deepening of the Mg II central
reversal. Figure 14 shows S ,(z) in several snapshots from the
60 = 3, E. = 25 keV simulation to illustrate these points. In

that figure the heights of k2v, k2r and k3 formation are indi-
cated, from which varying differences in S ; can be inferred.

Later in the flare once the injected energy flux has in-
creased two effects happen that result in the central reversal
becoming more shallow. The upper chromosphere conditions
become sufficient to lessen the differences between k2 and
k3 §, since the k3 S, also tracks the Planck function more
closely. At the same time, the chromosphere becomes com-
pressed and the formation height difference between k2 and
k3 reduces substantially and with that the differences in k2
and k3 § ;.

Leenaarts et al. (2013b) found that in the quiet Sun sce-
nario the intensity of the k2 peaks can constrain the plasma
temperature in the mid chromosphere, since the tempera-
ture at their formation height is only around 500K or so
larger than the intensity expressed as a radiation temperature.
While this does not hold as strongly during flares, with the
ratio of plasma temperature to radiation temperature being
Ttorm/Trag ~ 1 -3, it is the case that when the central reversal
has deepened, this ratio is closer to unity. So, during the rib-



EvoLuTioN oF HEATING RATES AT FLARE RiBBON FRONTS 17

=0 o
| [}
<L sl E Ec=25kev
C I_l;_ 10 1014§ 6=3
"; (\I“” Lot3 2 t=000s
Ee 106k & — Mglik3
30 ~— [a) Mg Il k2r
n 1012 g Mg Il k2v
; ‘3 B(A =k3)
Ne
§104—, . L | 1011%J
Q Q Q Q
Q- Q- Q- Q-
(90 ,\00 '\?)0 ’2«00
Height [km]
8l 4 Ec =25 keV
C '_l;_ 10 \.\ — \ _1014§ 6=3
v =] 2 t=175.00
g IE 6 _51013 S — Mgik3
3 5107 ] a Mg Il kr
n —51012 g Mg Il k2v
(%) E 5 B(A =k3)
o ] O .
s o Jone "
Q Q Q Q
Q- Q- Q- Q-
«0 ,\90 ,\60 ,LQQ

Height [km]

=0 o

| ]

<L sl € Ec=25kev
C I_l;_ 10 1014§ 6=3
._; Nm -a\ 13.*‘,:; t=40.00 s
9 10*° ¢
5 € 106+ — o — Mglik3
30 [a) Mg Il k2r
n 1012 g Mg Il k2v

0 s B(A =k3)

(@)] O e

st o Jone "

Q Q Q Q
o Q- Q- O
N \90 x‘)g 0N
Height [km]

T .

:FE 108_ 4 Q\ —__;10145. §C==325 kev
[ - y E >
v ] 2 t=195.00
g IE 6 _51013 S — Mgik3
3 510 ] a Mg Il kr
0 <1012 g Mg Il k2v

n E 5 B(A =k3)

o b

5 1040 Jong "

A | I R B Y|

|
Q Q N Q
C)QQ \‘000 ngg ’2,006
Height [km]

Figure 14. Source function stratification of k3 (black), k2v (blue) and k2r (red) in four snapshots of the § = 3, E. = 25 keV simulation. The
coloured symbols show the formation height of each component. Top left shows t = 0 s, and top right shows t = 40 s, during the ribbon front
phase, where the difference in magnitude of the source functions has increased. Bottom panels show times during the bright ribbon phase. The
dashed grey line in each panel is the Planck function at the wavelength of k3 (the dotted grey line ist = 0 s). The yellow lines show the electron

density stratification (the dotted yellow ist = 0 s).

bon front phase the radiation temperature of the k2 peaks can
acts as a rough guide to the temperature at their formation
height. Figure 15 shows Ttom/Traa for the k2v (blue circles)
and k2r (red circles), as a function of Dcg. This ratio lies
between 1-1.5 for profiles with central reversals deeper than
the pre-flare.

5. DISCUSSION

The combined results are summarised in Table 1, which
notes which ribbon front characteristics persist for the whole
duration of the weak-heating phase (tick marks), or for some
significant portion of it (>~ 50%; black squares): He I
10830 A dimming, increasing reversal depth, increasing k2
separation, red k2 asymmetry, and blueshifted k3 line core.
Simulations have been ordered by decreasing number of
50 keV electrons in the distribution at r = 0 s, a measure
of hardest to softest electron beams. It is immediately obvi-
ous that the harder nonthermal electron distributions are more
likely to have sustained ribbon fronts, and that three prop-
erties are better metrics of the lifetime of any weak-heating
phase, which are He I dimming, increasing Dcg, and increas-
in g S kK2-

Our prior study (Polito et al. 2023a) found that there was
generally an observed evolution from ribbon front to bright
ribbon characteristics, but that long duration weak-heating
by itself could not produce this in simulations. Emission

3
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Figure 15. Ratio of the plasma temperature in the k2v (blue cir-
cles) or k2r (red circles) formation region to the k2v or k2r radiation
temperature, as a function of the depth of the central reversal. The
dashed line shows a ratio of unity, which indicates that the radiation
temperature is reflective of the local plasma temperature.

from the TR (O 1V 1401 A) and hot flare plasma (Fe XXI
1354.1 A) was synthesised (shown in Appendix C), from
which we found that most of the simulations that had persis-
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Simulation Hel Dcr Sk Ak Viapopp
Harder to Softer | Dims Incr. Incr. Red Blue

60=3,E, =30 keV 4 4 v 4 v/

6=5E,=30keV v v v | v
6=3,E, =25keV v v v v v
6=3,E. =20 keV v v v [ v
6=5E, =25keV v v v [ ]
6=7,E. =30 keV v v v [ ]
60=3,E. =15keV | v v ] [ |
60=3,E. =10 keV

6=5E, =20keV [ | v v [ |
6=7,E, =25keV | v v ]

6=5E,=15keV
6=7,E, =20 keV v [ | ] [ |
6=5E,=10keV
6=7,E., =15keV
60=7,E. =10 keV

Table 1. Persistence of ribbon front characteristics through the du-
ration of the weak-heating phase. Simulations are ordered by the
number of E = 50 keV electrons in the distribution at + = 0 s,
from largest to smallest. A tick mark indicates that the characteris-
tic is present for the duration of the weak-heating phase, and a black
square (m) indicates that it is present for the a notable (>~ 50%)
portion of the weak-heating phase. An empty cell means that the
characteristic is either not present or disappears fairly quickly.

tent ribbon fronts in Table 1 later produced strong TR emis-
sion and drive explosive chromospheric evaporation once the
energy flux became large enough (i.e. after a certain time in
the main heating phase). By increasing the energy flux after
the weak-heating phase our new simulations could mimic the
observed transition, such that the two heating regimes iden-
tified in Polito et al. (2023a) are actually likely not indepen-
dent. It was not necessary for a sustained ribbon front to
exist prior to our simulations exhibiting explosive evapora-
tion, with both blueshifted and strong Fe XXI present in the
softer simulations. Of note is that redshifted O IV emission
was not produced in any of the ribbon front simulations, with
redshifted TR only present later in the flare. Finally, if the
main heating phase is modest (e.g. the first 50s or so of the
main heating phase in our experiments) there is not explosive
evaporation, which is consistent with the fact that not every
ribbon front transitioned to a bright ribbon that also had ex-
plosive evaporation in Polito et al. (2023a). The post-ribbon
front behaviour will vary depending on the characteristics of
the post-weak heating phase.

It is clear that the TR and hot flare plasma can be used
as additional constraints of our model of an evolving energy
flux, and we stress that our experiments here were overly sim-
plified. The timing of the post-weak-heating phase was arbi-
trary, as was the magnitude of the energy flux. An allowance

should also be made for ¢ and E, to vary over the lifetime
of heating. Additional mechanisms of energy transport could
also be present, for example heat flux from in-situ coronal
heating, MHD waves, or the retracting loops (e.g. Ashfield
& Longcope 2023). Despite the simplifications made for
our exploratory study, the general picture that has emerged
is a compelling explanation for various observed ribbon be-
haviours.

The lifetime of ribbon fronts is an almost direct proxy
of the lifetime of a weak-heating phase, followed by more
typical flare energy fluxes. Where we do not see ribbon
fronts characteristics, two regimes exist. One is that there
is a rather soft nonthermal electron distribution during the
weak-heating phase, in which case we see a modest intensity
increase in chromospheric and TR spectra that builds over
some timeframe before the onset of explosive chromospheric
evaporation during the strong-heating phase. The second is
that in those locations there is no weak-heating phase, or
a vanishingly small one, with only a large energy flux de-
posited into the chromosphere. Detailed study of the TR and
coronal ribbon front spectral characteristics would likely pro-
vide important constraints on these different scenarios. In-
deed, the width of the Si IV resonance lines (that form in the
transition region) has been observed to increase prior to the
increase of line intensity, from which it was inferred that tur-
bulence was increasing prior to the main burst of flare energy
deposition (Jeffrey et al. 2018).

Our explanation as to the origin of both the He I 10830 A
and Mg II ribbon front characteristics, determined by study-
ing each line’s formation properties, essentially boils down
to the necessity to keep the upper chromosphere from getting
too hot and dense. An alternative approach to forward mod-
elling the flare chromosphere is to perform spectral inver-
sions to obtain a model atmosphere that produces synthetic
spectra consistent with the observations. This is a non-trivial
challenge given the complexity of flare spectra, but some re-
cent successful inversions of ribbon front Mg II k line spectra
using the STiC code (de la Cruz Rodriguez et al. 2019) found
a local maximum of temperature in the mid-chromosphere
(Sainz Dalda & De Pontieu 2023). In bright ribbon Mg II k
line spectra, Sainz Dalda & De Pontieu (2023) found a larger
temperature in the upper chromosphere. These findings are
consistent with our picture of the evolution of heating rates.

What then causes this energy flux evolution, and can theo-
ries of flare energy release and energy transport explain this
seemingly necessary pattern? We do not tackle this difficult
question here, but do moot some speculative possibilities.

One is that two different particle acceleration mechanisms
act in sequence, the first producing only a modest amount
of nonthermal electrons with high average energies that pro-
duces the ribbon fronts, followed by a second mechanism
some time later that accelerates a much greater number of
electrons with a broader distribution of energies that pro-
duces the bright ribbons.

Another is that there is some trapping of particles follow-
ing reconnection that suppresses their transport for some time
period, with some leakage of a small number of high energy
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particles before the bulk precipitate to the chromosphere.
Mechanisms that could suppress transport include magnetic
mirrors, magnetic traps (e.g. Kong et al. 2019, which are
related to acceleration of particles by termination shocks),
Double Layers (Li et al. 2013), magnetic turbulence, or scat-
tering by waves.

Indeed, this could be consistent with the fact that in the
two-ribbon flares observed by Xu et al. (2016), one of the rib-
bons showed only bright sources with no ribbon fronts. Sim-
ilar observations of conjugate flare sources (including conju-
gate HXR footpoints) with asymmetric intensities could sug-
gest asymmetric energy deposition (e.g. Liu et al. 2009; Yang
et al. 2012; Guidoni et al. 2015, and references therein).

So far we have discussed evolving nonthermal electron dis-
tributions originating in the corona. = Though Kerr et al.
(2021) suggests that He T 10830 A dimming demands non-
thermal collisional ionisation, and hence energetic electrons,
the possibility exists these could originate locally in the chro-
mosphere. Fletcher & Hudson (2008) posited such a model,
whereby Alfvén waves propagate downward from the recon-
nection region and accelerate chromospheric electrons. The
role that this model could have in chromospheric heating has
been explored (e.g. Russell & Fletcher 2013; Reep & Russell
2016; Reep et al. 2018; Kerr et al. 2016), which did demon-
strate that varying wave parameters could preferentially heat
the mid-chromosphere rather than the upper chromosphere,
but work needs to be done to determine its role in particle
acceleration. See Russell (2023) for a recent review of the
potential role of Alfvén waves in solar flares.

6. SUMMARY & CONCLUSIONS

Solar flare ribbon fronts are the sites of initial flare energy
deposition into the chromosphere, and as such are of great
interest in understanding the energy release and transport fol-
lowing magnetic reconnection in the corona. We performed
a series of numerical experiments in order to determine what
we can learn about those processes from the lifetimes of rib-
bon fronts, which can range a few to many dozens of sec-
onds. Our earlier experiments attempting to reproduce He I
10830 A dimming (Kerr et al. 2021) and the characteristics
of the Mg II NUV, Fe XXI and O IV spectra (Polito et al.
2023a), though able to synthesising spectra consistent with
ribbon fronts, were unable to reproduce the lifetimes. Both
He 1 10830 A and Mg 1I NUV rapidly transitioned to be-
haviours more consistent with the brighter main ribbon re-
gions, with ribbon front lifetimes of only a few seconds.

Here we addressed the question of lifetimes with a rather
simple model in which an extended period of weak energy
injection (5 x 10% erg s™' cm™2), by a distribution of nonther-
mal particles with a range of properties, precedes the main
energy injection phase. Those models were able to produce
synthetic spectra which exhibited ribbon front behaviours for
significantly longer than our original experiments. In fact,
we found that the duration of the ribbon fronts was directly
related to the duration of the weak-heating phase, so long as
the injected nonthermal electron distribution was relatively
hard (see Table 1).

From a detailed analysis of the He T 10830 A and Mg 1I
NUV spectra we were able to determine (1) what causes the
ribbon front behaviour, (2) at what point the transition to
bright ribbon regions occurs, and (3) why a relatively hard
electron energy distribution is required. The answer is, in
short, that in ribbon fronts sources the mid chromosphere is
perturbed more than the upper chromosphere (which happens
with a weak flux of higher energy electrons than can pene-
trate more deeply). This drives electron density and temper-
ature enhancements, and introduces nonthermal collisional
ionisation and gentle evaporation (upflowing plasma). Once
the upper chromosphere begins to be more strongly perturbed
by the flare, the atmosphere becomes hotter and denser, and
mass flows subside or become redshifts. This occurs either
due to an increase of injected energy or because the nonther-
mal electron distribution is softer and begins to spread more
evenly through the mid-upper chromosphere. He T 10830 A
is then driven into emission, the depth of the Mg II central
reversal reduces and becomes redshifted. The analysis of the
Mg 11 NUV formation further suggests that some of the re-
sults of Leenaarts et al. (2013b) could be broadly applicable
during dynamic events also, in a qualitative sense at least.

All together, ribbon front observations in multiple wave-
lengths provide very strong constraints both on the plasma
properties of the flare chromosphere and on the properties of
the energy transport. They can act as a guide to the relative
hardness and energy flux of populations of nonthermal parti-
cles on small spatial scales, and also as a sort of temperature
and electron density gauge.

Our results also demand an explanation as to why there
is seemingly two stages of energy transport into single foot-
points, which can in some sources be relatively long in dura-
tion. Does this imply trapping of particles with some leakage
of high energy electrons that precede the bulk bombardment,
or are there two distinct periods of energy release and particle
acceleration?

In order to fully explore, and exploit, the potential diagnos-
tics of flare energy deposition offered by flare ribbon fronts
we suggest (1) that a detailed exploration akin to Polito et al.
(2023a) should be performed that includes additional spectral
lines in order to tighten constraints (including on microtur-
bulence through study of optically thin lines like O 1, O 1V,
or Si IV); (2) that we determine how He 1 D3 behaves during
ribbon fronts, and if its relative behaviour with He I 10830 A
can further constrain the nonthermal electron population;
and (3) that our analysis should be repeated with a range of
pre-flare atmospheres to better understand what impact that
has on constraining the nonthermal electron beam properties
(for example, does a different electron stratification mean
that the delineation between electron beams capable or not
capable of producing ribbon fronts shift?).
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Figure 16. Synthetic pre-flare subtracted He I 10830 A line profiles as a function of time in each flare simulation from the main parameter
study. The top row is 6 = 3, the middle row is 6 = 5, and the bottom row is 6 = 7. From left to right the low energy cutofts are E, =
[10, 15,20, 25, 30] keV, such that the hardest nonthermal electron distribution is the top right, and the softest is bottom left. Redder colours are

positive (i.e. enhancements) and greener colours are are negative (i.e. dimmings), and note that the scales on each side of the zero line are not
uniform, so that the range of negative values is very much smaller than the range of positive values

APPENDIX

A. HE I AND MG 11 SPECTRA FROM THE MAIN GRID OF FLARE SIMULATIONS

Here we show the evolution of the He I 10830 A spectra (Figure 16), Mg 1I k spectra (Figure 17), and Mg 1I 2798 A subordinate blend
(Figure 18) from every simulation in our main parameter grid.
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Figure 17. Synthetic Mg II k line profiles as a function of time in each flare simulation from the main parameter study. The top row is § = 3,
the middle row is 6 = 5, and the bottom row is § = 7. From left to right the low energy cutoffs are E, = [10, 15, 20, 25,30] keV, such that the
hardest nonthermal electron distribution is the top right, and the softest is bottom left. For certain snapshots in three of the simulations RH15D
was unable to obtain a solution, with the missing data represented as white horizontal bars.

B. IMPACT OF CONVERTING SYNTHETIC SPECTRA TO IRIS RESOLUTION

Converting to IRIS count rates, spectral plate scales and resolution, and accounting for smearing over some typical exposure times (using the
same procedure as described in Kerr et al. 2024), makes identifying multiple Doppler shifted components to the lines more difficult, and makes
the central reversal appear shallower than in the ‘native’ synthetic profiles. Indeed, at some points the Mg I k lines appear almost single peaked,
and the central reversal of the subordinate lines becomes very subtle or disappears. Figure 19 compares the 6 = 5, E. = 30 keV simulation
including various IRIS observing setups with different exposure times (%.x,), cadences (Af), and spectral summing. These were non-exhaustive
of the observing modes possible with IRIS, but provide a representative range: (1) fex, = 4 s, At = 5 s (similar to the 2014-Oct-25th X class
flare); (2) texp = 3's, At = 9 s (similar to the 2014-Sept-10th X class flare*); (3) fexp = 18, At = 1 s (to mimic high-cadence observations). For

4 Here we have rounded to the nearest second to match the RH15D output
cadence.
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Figure 18. Same as Figure 17, but showing the Mg II blended subordinate lines near 2798 A.

each, 2 x 2 spectral summing was performed in addition to no spectral summing. The effective areas were those from 2014-Oct-25th. These
can be compared with Figure 8.

Since the identification of the line components may be affected by instrumental and observational effects we explored the differences that
result from converting to IRIS-like spectra. Wavelength positions and relative intensities of the k2v, k2r, and k3 components were, broadly
speaking, affected by the instrumental properties, the magnitude of which varied in time and with simulation. While these differences do
not affect the trends in spectral characteristics, they did lead to some differences in the absolute magnitude of the various metrics. This is
complicated by the fact that the mis-identification of the true k2v, k2r, and k3 components are not uniform. That is, in one snapshot the k2v may
be mostly correctly identified whereas the k2r is not. These do not drastically affect the conclusions but should be borne in mind when making
direct model-data comparisons. Figure 20 illustrates these impacts on identifying k2v, k2r, and k3 for various setups of the 6 = 5, E. = 20 keV
simulation. Figure 21 is similar but includes 2 X 2 spectral summing of the synthetic IRIS spectra.
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Figure 19. Example Mg II k line spectra from the § = 5, E. = 30 keV simulation, converted to IRIS count rates. Each panel shows an image of
the evolution of the spectra during the simulation, with cutouts at certain times. The setups are: te, = 15, At = 1 s (top left); teyy =4 8, At =55
(top right); tex, = 3 s, At = 9 s (bottom left). In each of those panels the black lines and greyscale (pre-flare) are un-summed data, and the red

lines are 2 X 2 spectral summing.

C. O 1V AND FE XXI SPECTRA FROM THE MAIN GRID OF FLARE SIMULATIONS

Here we show the evolution of the Fe XXI 1354.1 A spectra (Figure 22), that forms at 7 ~ 11 MK, illustrating that in most simulations
explosive chromospheric evaporation occurs in the latter phase. These spectra were synthesised assuming optically thin formation using atomic
data from the CHIANTI database (Dere et al. 1997; Del Zanna et al. 2015) in the same way as described in Kerr et al. (2019c¢), integrating the
intensity in each RADYN grid cell from z = 500 — 3000 km. Coronal abundances were assumed for these illustrative figures. The spectra were
converted to IRIS count rates assuming fey, = 4 s, At = 5 s, and 2 X 2 spectral summing. Similarly, we synthesised O IV 1401 A, a transition
region line (Figure 23; in that window there is also another line to the red of O IV).
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Figure 22. Synthetic Fe XXI 1354.1 A line profiles as a function of time in each flare simulation from the main parameter study. The top row
is 0 = 3, the middle row is 6 = 5, and the bottom row is § = 7. From left to right the low energy cutoffs are E. = [10, 15,20, 25,30] keV, such
that the hardest nonthermal electron distribution is the top right, and the softest is bottom left. Spectra have been converted to IRIS quality, with
2 x 2 spectral summing, to., = 4 s, and At = 5 s.
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Figure 23. Same as Figure 22 but showing O 1V 1401 A.
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